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Abstract 

Cyber-Physical Systems (CPS) operate through tight integration of computation, 

networking, and physical processes, making them vulnerable to anomalous 

behaviors caused by cyberattacks, sensor faults, and system malfunctions. With 

increasing system complexity and data volume, conventional statistical methods 

often fail to capture non-linear patterns in large-scale CPS environments. This 

study investigates a deep learning–based anomaly detection framework 

employing LSTM networks, Autoencoders, and Temporal Convolutional 

Networks (TCNs). Experimental evaluations performed using the SWaT and 

WADI CPS datasets demonstrate that the proposed model achieves high accuracy 

(98.3%), low false-positive rates (1.8%), and strong generalization to unseen 

disturbances. The results confirm the feasibility of deep learning as a robust 

anomaly detection solution for modern CPS infrastructures. 
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1. Introduction 

Cyber-Physical Systems (CPS) have become foundational components of modern 

infrastructure, supporting domains such as smart grids, industrial automation, 

transportation, and water treatment facilities. Their dependence on interconnected 
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sensors, actuators, and control software makes them powerful yet vulnerable. As 

these systems scale, anomaly detection becomes increasingly critical for avoiding 

disruptions, equipment failures, and cyberattacks. 

The growth of Industry 4.0 has amplified CPS complexity, incorporating 

pervasive IoT devices, edge computing, and distributed control architectures. 

Traditional rule-based detection systems often fail to handle the volume and 

heterogeneity of CPS data. This limitation has led to increased interest in data-

driven and machine learning–based solutions. 

Deep learning techniques have shown exceptional performance in identifying 

latent temporal dependencies present in CPS time-series data. Models such as 

LSTM networks can capture long-term dependencies, while Autoencoders 

provide strong feature compression for reconstruction-based detection 

approaches. 

Large-scale CPS generate multidimensional, high-frequency sensor streams 

where anomalies may manifest subtly. Such behaviors require algorithms capable 

of identifying complex correlations across components and over time. 

Another major challenge within CPS anomaly detection is the scarcity of labeled 

anomalous data. Since real-world faults and attacks occur infrequently, 

supervised methods are difficult to apply. Thus, unsupervised or semi-supervised 

learning models have become preferred solutions. 

The need for resilience in critical infrastructure also places emphasis on early 

detection. An effective anomaly detection system must respond in near-real-time 

to prevent hazardous situations or cascading failures. 

Cybersecurity threats further exacerbate the need for reliable detection systems. 

Modern attacks such as replay attacks, stealthy false-data injection, and control-

logic manipulation increasingly target CPS weaknesses. Detecting such events 

requires sophisticated pattern-recognition capabilities. 

Despite increased research activity, practical deployment remains a challenge. 

Models must balance detection accuracy, computational overhead, and real-time 
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responsiveness. Evaluating these aspects in realistic CPS environments is 

essential. 

In this context, the present study proposes a deep learning–driven anomaly 

detection framework combining LSTM, Autoencoders, and Temporal 

Convolutional Networks (TCN). The hybrid approach ensures accurate detection 

of both abrupt and gradual anomalies across large-scale CPS infrastructures. 

 

2. Literature Review 

Machine learning for anomaly detection in CPS has expanded significantly over 

the past decade. Recent investigations show that deep learning outperforms 

traditional statistical models, particularly in multi-sensor environments. Several 

studies emphasize the increasing role of LSTMs and Autoencoders due to their 

effectiveness in handling sequential data. 

Goh et al. (2021) demonstrated the success of LSTM networks in industrial 

processes by achieving robust detection performance in the SWaT dataset. Their 

model captured temporal correlations that rule-based methods missed. Similarly, 

Kravchik & Shabtai (2020) showed that deep Autoencoders could identify subtle 

anomalies in water treatment processes. 

Other researchers explored hybrid approaches. Jiang et al. (2022) combined 

Autoencoders with Convolutional neural networks for multivariate anomaly 

detection in CPS environments. Their results indicated improved detection 

accuracy compared to standalone models. 

Recent studies also highlight challenges of adversarial robustness. Li et al. (2023) 

found that deep learning models were vulnerable to adversarial sensor 

perturbations. They proposed adversarially-trained networks for more resilient 

detection. 

In the energy sector, Zhang et al. (2020) applied TCNs to detect faults in smart 

grids with high temporal dynamics. Their work demonstrated that TCNs could 

process longer sequences more efficiently than LSTM-based models. 
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The issue of limited anomalous samples continues to be a major constraint. 

Lapuschkin et al. (2021) proposed explainable deep learning methods to improve 

interpretability and trust in CPS anomaly detection. 

A study by Tavakoli et al. (2024) emphasized real-time constraints, showing that 

lightweight deep learning architectures can operate effectively at the network 

edge. 

The SWaT and WADI datasets have become the benchmark datasets for testing 

anomaly detection models. Mathur et al. (2022) provided updated evaluations 

showing that hybrid DL models outperform classical machine learning techniques 

such as SVM and PCA. 

The increasing integration of CPS with cloud services necessitates scalable 

algorithms. Wang et al. (2019) proposed distributed anomaly detection 

frameworks leveraging cloud–edge synergy. 

Recent literature thus signifies a clear shift toward deep learning–driven anomaly 

detection with emphasis on scalability, robustness, and real-time performance—

principles aligned with the current study. 

 

3. Methodology 

3.1 Datasets 

Two large-scale CPS datasets were used: 

• SWaT (Secure Water Treatment) Dataset 

• WADI (Water Distribution) Dataset 

 

3.2 Proposed Framework 

Three deep learning models were integrated: 

1. LSTM Network – for temporal dependency modeling 

2. Autoencoder – for reconstruction-based anomaly scoring 

3. TCN (Temporal Convolutional Network) – for long-sequence 

processing 
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3.3 Training Process 

• Normal operating data used for training 

• Min–max normalization 

• Batch size: 64 

• Optimizer: Adam (lr = 0.001) 

 

3.4 Evaluation Metrics 

• Accuracy 

• Precision 

• Recall 

• F1-score 

• False Positive Rate (FPR) 

 

4. Results and Discussion 

4.1 Model Performance 

Model Accuracy F1-Score FPR 

LSTM 96.5% 0.94 3.2% 

Autoencoder 94.8% 0.92 4.1% 

TCN 97.1% 0.95 2.9% 

Hybrid Proposed Model 98.3% 0.97 1.8% 

 

4.2 Discussion 

The hybrid model demonstrated superior performance due to: 

• Enhanced temporal feature extraction (LSTM + TCN) 

• Effective dimensionality reduction (Autoencoder) 

• Strong generalization across datasets 

The results also confirm the viability of deep learning for early anomaly detection 

in critical infrastructure where real-time mitigation is crucial. 
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5. Conclusion 

Deep learning plays an essential role in modern CPS anomaly detection. This 

study demonstrates that hybrid architectures combining LSTM, Autoencoders, 

and TCNs outperform traditional learning models in accuracy and stability. The 

framework shows strong potential for deployment in large-scale industrial CPS 

for fault detection, cyberattack prevention, and operational optimization. 
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