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Abstract 

Medical image segmentation is one of the most critical areas in clinical 

diagnostics and treatment planning today. Segmentation technologies serve as 

reliable tools for physicians in early disease detection, optimizing treatment 

strategies, and patient monitoring. Due to the limitations of classical algorithms 

and their low effectiveness on noisy images, Deep Learning architectures — U-

Net, CNN, Transformer, GAN, and Diffusion models — have recently ushered in 

a new era in segmentation.                                                                      

This article not only provides a theoretical and technical analysis of these models 

but also highlights their clinical applications in MRI, CT, ultrasound, and 

histopathological images. Furthermore, it examines the importance of innovative 

approaches such as Explainable AI, Federated Learning, and AR/VR integration 

in clinical practice. 

The article is relevant because it demonstrates the role and prospects of 

segmentation technologies in improving diagnostic accuracy, automating clinical 

workflows, and creating decision-support systems for physicians. In doing so, it 
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reveals the practical integration of artificial intelligence in medicine and its future 

development directions. 
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Explainable AI (XAI), Federated Learning, Multimodal integration, Clinical 

decision support systems. 

 

INTRODUCTION 

Medical imaging technologies have become an integral part of the diagnostic and 

treatment process. Each image serves as a crucial visual piece of evidence for 

physicians in clinical decision-making. However, merely viewing images is not 

sufficient: accurately delineating the boundaries of organs, tissues, and 

pathological changes is essential. This process is called segmentation, and it 

constitutes a decisive stage in clinical practice for diagnosis, treatment planning, 

and disease monitoring. 

Although segmentation technologies historically relied on simple algorithms, 

complex anatomical structures and noisy images limited their capabilities. 

Therefore, today segmentation is viewed not only as a technical challenge but 

also as a strategic task of modern medicine. Artificial intelligence and deep 

learning methods have initiated a new era in this field: they autonomously learn 

complex features from images, automate clinical workflows, and significantly 

enhance diagnostic accuracy. 

The aim of the article is to analyze the theoretical foundations of medical image 

segmentation, modern models and architectures, as well as their advantages and 

limitations in clinical applications. Furthermore, the article outlines future 
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directions of segmentation technologies, highlighting the new opportunities they 

create for diagnostic and therapeutic processes. 

 

MAIN SECTION 

Theoretical Foundations and Conceptual Approach 

 Medical image segmentation is a central stage of modern clinical diagnosis and 

treatment planning. Segmentation enables the precise delineation of the 

boundaries of organs, tissues, and pathological changes, providing physicians 

with crucial visual and quantitative data for disease identification, treatment 

strategy selection, and monitoring [15]. For example, in oncology, segmentation 

is of decisive importance for determining tumor volume and formulating a 

treatment plan [1]; in cardiology, the separation of heart chambers allows for the 

assessment of heart failure or other pathologies [6]; in neurology, MRI 

segmentation is widely used for monitoring demyelinating diseases [7]; and in 

gynecology, identifying pathological changes in ultrasound images plays a vital 

role in evaluating women's health [5]. 

Historically, image segmentation has been performed using classical algorithms 

such as thresholding, edge detection, and region growing [15]. However, these 

approaches have a number of inherent limitations. Thresholding relies solely on 

pixel intensity and does not account for complex anatomical structures [2]. The 

presence of speckle noise in ultrasound images renders classical algorithms 

ineffective [5]. Furthermore, in many cases, segmentation results require manual 

correction by a physician, which increases human error and slows down the 

clinical workflow [15]. 

In the last decade, the Deep Learning paradigm has brought about a revolutionary 

shift in segmentation. This approach is based on the principle of representation 

learning: the model autonomously learns complex features from images [15]. 

CNN models effectively extract local texture and semantic features [2]. U-Net, 

with its encoder-decoder symmetry, delivers high precision and is used as the 



 
 

Eureka Journal of Health Sciences & Medical 
Innovation (EJHSMI)  
ISSN 2760-4942 (Online) Volume 01, Issue 02, December 2025 

 
This article/work is licensed under CC by 4.0 Attribution 

                                                   https://eurekaoa.com/index.php/5 
 

 
 

4 

"gold standard" in many clinical segmentation tasks [1]. Transformer models 

learn long-range pixel dependencies through the self-attention mechanism, 

providing a significant advantage in complex organ segmentation [7, 8]. 

Meanwhile, the DeepLab family proved effective in learning complex context 

through atrous convolution [3], the UNet++ nested structure improved 

segmentation accuracy [4], and Attention U-Net highlighted important features 

via an attention mechanism [5]. 

Several metrics are used to evaluate segmentation quality. The Dice Similarity 

Coefficient (DSC) measures the similarity between a segmentation mask and the 

"ground truth" [1]. Intersection over Union (IoU) is widely used to assess 

segmentation accuracy [2]. Hausdorff Distance indicates the clinically significant 

accuracy of segmentation boundaries [3]. Calibration metrics are employed to 

evaluate a model's reliability [13]. 

 Several critical issues are raised in modern scientific debates. First, data scarcity 

– there is a lack of large volumes of annotated data for segmentation [15]. Second, 

the generalization problem – a model trained on data from one clinic may show 

poor performance at another clinic [9]. Third, explainability – it is necessary to 

explain the model's decisions to physicians, as "black box" models are not reliably 

accepted in clinical practice [13]. Finally, the federated learning paradigm enables 

model training while preserving data privacy across different clinics, and this 

direction is considered promising [14]. 

 

Modern Models and Architectures 

In medical image segmentation, modern models and architectures have advanced 

significantly over the past decade. Among these, the U-Net family holds a 

distinguished position. Developed by Ronneberger et al. in 2015, U-Net gained 

popularity for its symmetric encoder-decoder structure, enabling the deep 

learning of semantic image features and the restoration of pixel-level 

segmentation masks [1]. The classic U-Net is used as the "gold standard" in many 
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clinical segmentation tasks. Subsequently, various modifications emerged: 

Attention U-Net highlights crucial features using an attention mechanism and 

proved particularly effective for noisy ultrasound images [5]; ResUNet++ reduces 

gradient vanishing in deep networks through residual blocks and skip connections 

[4]; and 3D U-Net enables three-dimensional segmentation of volumetric images, 

specifically MRI and CT data [6]. 

CNN-based approaches also play a significant role in segmentation. Fully 

Convolutional Networks (FCN) transformed classic CNNs into a fully 

convolutional form, making it possible to generate pixel-level segmentation 

masks [2]. The DeepLab series demonstrated high performance in learning 

complex context through atrous convolution and spatial pyramid pooling [3]. The 

SegNet architecture proved effective for restoring segmentation masks on a CNN 

basis with an encoder-decoder structure. 

 In recent years, Transformer-based models have achieved great success in 

segmentation. The Vision Transformer (ViT) divides an image into patches and 

learns global context through a self-attention mechanism [7]. Swin Transformer 

divides an image into hierarchical windows, combining local and global features 

[8]. Hybrid CNN-Transformer models integrate the local strength of CNNs with 

the global context of Transformers, demonstrating high accuracy in complex 

organ segmentation [9]. 

Generative approaches have initiated a new phase in segmentation. Generative 

Adversarial Networks (GAN) are used for generating segmentation masks and 

have proven effective especially in conditions of data scarcity [10]. Diffusion 

models improve segmentation accuracy by iteratively reconstructing images. This 

approach is showing promising results in noisy ultrasound images [11][12]. 

 To enhance segmentation accuracy, various modalities are being integrated. 

Multimodal models integrate features extracted from MRI, CT, and ultrasound 

images, significantly increasing diagnostic reliability [9]. For example, 

combining MRI and CT is used in neuro-oncology to identify tumor boundaries; 
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combining CT and ultrasound is effective for assessing pathologies of the heart 

and abdominal cavity; integrating histopathological images with macro-images 

enables more precise analysis of biopsy results. 

 Modern models are being widely used not only in laboratory settings but also in 

clinical practice. Real-time segmentation is evolving as a crucial tool for rapid 

decision-making in surgical procedures. Explainable AI (XAI) enables the 

explanation of segmentation results to physicians in a visual and intuitive manner 

[13]. Federated Learning creates the possibility to train models while preserving 

data confidentiality across different clinics, and this direction is considered 

promising for global medical networks [14]. 

 

Clinical Applications and Future Prospects 

 MRI Segmentation. Magnetic Resonance Imaging offers the highest resolution 

for depicting complex anatomical structures and is widely used in identifying 

brain tumors, demyelinating diseases, and neurodegenerative pathologies. Deep 

Learning models, particularly U-Net and Transformer architectures, deliver high 

results in MRI segmentation [5]. 3D U-Net enables working with volumetric data, 

facilitating three-dimensional segmentation [11]. However, the necessity for 

annotating large datasets and the demand for computational resources remain key 

limitations in this direction. 

CT Segmentation. Computed Tomography images are extensively used for 

segmenting lung nodules, liver fibrosis, and separating heart chambers. CNN and 

GAN-based models have proven effective in improving segmentation accuracy 

for CT images [5]. The advantage of CT lies in its high speed and broad clinical 

applicability. At the same time, limitations in data acquisition due to ionizing 

radiation and the need for multimodal integration are notable challenges [11]. 

 Ultrasound Segmentation. Ultrasound image segmentation is considered one of 

the most complex modalities due to the presence of noise and low contrast in the 

images. Attention U-Net highlights critical features using an attention mechanism 
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[5], while Diffusion models are viewed as a promising solution for enhancing 

segmentation accuracy in noisy images [11]. The advantages of ultrasound are its 

affordability, speed, and widespread use as a diagnostic tool. However, operator 

dependency and annotation difficulty remain its primary constraints. As a clinical 

example, segmenting pathological changes in gynecological images enables 

better monitoring of women's health [5]. 

Histopathological Images. Segmentation of biopsy and microscopic images is 

becoming increasingly precise with the aid of generative models. GAN and 

Diffusion models are creating opportunities for automating diagnosis at the 

cellular level [11]. This approach holds significant promise for the rapid and 

reliable analysis of biopsy results in oncology. 

 Clinical Integration. The integration of modern segmentation models into clinical 

practice is advancing in several directions. Real-time segmentation is being 

optimized for rapid decision-making in surgical practice [5]. Explainable AI 

enables the explanation of segmentation results to physicians in a visual and 

intuitive manner [11]. Federated Learning creates the possibility to train models 

while preserving data confidentiality across different clinics [5]. AR/VR 

integration is ushering in a new era by visualizing segmentation results during 

surgical procedures [11]. 

Advantages and Limitations.The advantages of segmentation models include 

high accuracy, speed, automation, and support for clinical decisions [5]. 

Nonetheless, data scarcity, demands for computational resources, interpretation 

challenges, and difficulties in clinical adaptation remain pressing issues [11]. 

 Future Directions. The future development of segmentation models is anticipated 

in several directions. Multimodal segmentation, integrating MRI, CT, ultrasound, 

and histopathological images, will enhance diagnostic reliability [5]. Federated 

learning will enable learning within global clinical networks while preserving 

data privacy [11]. Self-supervised learning will facilitate the efficient use of 

unannotated data [5]. Generative models will play a crucial role in reducing 
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uncertainty in segmentation and generating probabilistic masks [11]. Finally, 

Clinical Decision Support Systems will alleviate physicians' workloads by 

integrating segmentation results into diagnostic and treatment algorithms [5]. 

 

CONCLUSION 

 Medical image segmentation is currently regarded as one of the most crucial 

areas in clinical diagnosis and treatment planning. This article analyzed the 

theoretical foundations, technical capabilities, and clinical applications of the U-

Net family, CNN, Transformer, GAN, and Diffusion models. The advantages and 

limitations of segmentation models in MRI, CT, ultrasound, and histopathological 

imaging were presented, along with highlighting the significance of innovative 

approaches such as Explainable AI, Federated Learning, and AR/VR integration 

in clinical practice. 

The analyses indicate that Deep Learning segmentation technologies play a 

decisive role in enhancing diagnostic accuracy, automating clinical workflows, 

and creating decision-support systems for physicians. At the same time, 

challenges such as data scarcity, computational resource demands, and 

interpretability issues remain pressing concerns. 

 In the future, multimodal integration, self-supervised learning, and generative 

models are expected to advance segmentation technologies to a new stage. These 

approaches will not only improve the quality of clinical diagnosis but also ensure 

the deep integration of artificial intelligence within global medical systems. 

 Thus, modern models and innovative approaches in medical image segmentation 

are considered strategic technologies that shape the future of medicine, both in 

scientific research and in real-world clinical practice. 
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